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We report Year 3 progress in the TRADR project WP5: Persistent models
for human-robot teaming. The reported work includes further development of
decision support tools for sharing and reviewing mission progress information
for both single robot operation and multi-robot collaboration; the design of
working agreements for robots to participate as team-members; new results
on the effect of communication failure on agents solving a foraging task using
Block World for Teams; an extended study of communication requirements
for the completion of a single task in a multi-agent system taking into account
more complex temporal goals; and an analysis of team performance gain
depending on team size and communication.
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Executive Summary

This report presents the progress achieved in Year 3 of the TRADR project
in WP5: Persistent models for human-robot teaming, addressing Task 5.3:
Ezxpectation Management Under Multi-Robot Collaboration leading to Mile-
stone MS5.3.

The main focus of work in Year 3 was on further developing the tools
and frameworks to support the TRADR human-robot teams to establish
“common ground” as shared mutual knowledge and understanding of the
situation, the activities of team members and for planning the next steps.
The tools aim to recognize and monitor activities of team members, their
physical activity, the verbal communication of the human team members
and robot states. User interfaces facilitate the access to gathered informa-
tion in high-level form to all team members but especially to team leaders
and other decision makers. Also documentation tasks get supported by the
tools. The tools apply equally to both single robot operation and multi-
robot collaboration.

The teamwork issues we have investigated this year included in particular
the design of working agreements for robots to participate as team-members,
the effect of communication failure on agents solving a foraging task, the
communication requirements for the completion of a single task in a multi-
agent system taking into account more complex temporal goals, and the
influence of team size and amount of communication on team performance
gain.

We have integrated our agent environment in the TRADR core, which
means that the agents now can be employed in practice support situation
awareness by showing user specific warnings, errors or notifications, based
on (temporal) information available in the high level database.

The TRADR Joint Exercise in May 2016 in Prague and the TRADR
End-User Evaluation in October 2016 at the Knepper power plant in Dort-
mund provided excellent opportunities for collecting development data for
the evaluation of the above tools and their further improvemens. The data,
interviews and discussions with end-users at these events also provided back-
ground for further analysis and investigation of coordination requirements
and decision support in multi-agent teams.

Role of Human-Robot Teaming in TRADR

WP5 deals with the issue of how a human-robot team can operate, and grow
over time through its experience of working together. Approaching this from
the viewpoint of the robot as well as from a human perspective, WP5 aims at
developing models and algorithms for determining and recognizing human
as well as robot behaviour at the (social) team-level. This encompasses
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the analysis and modeling of team-level communication and coordination,
reasoning with role-based social behaviour at a team level, learning how to
adapt that reasoning to better anticipate social behaviour, and learning how
to adapt (pre-defined) strategies for team-level interaction.

Contribution to the TRADR scenarios and proto-
types

Issues of human-robot teaming are of central importance in the scenario
chosen for TRADR, namely the response to an industrial accident consisting
of multiple sorties over an extended period. The Year 3 use cases (cf. DR
7.3 of WPT) extend those of Year 2. They involve several teams consisting
of a team leader, two UGV operators and UGVs and an UAV-operator with
a (piloted) UAV in multiple sorties in a larger and dynamic environment.
In addition to (simultaneous) operation of individual robots the Year 3 use
cases also include multi-robot collaboration. The teams are performing an
initial assessment of an accident site, followed by subsequent information
gathering sorties. The use cases provide an abundance of opportunities for
teamwork. Control as well as task and resource allocation become more
challenging in the larger teams. An important issue with respect to team
changes and multiple sorties is how information gathered by one team in
one sortie can be transferred and used by new teams in other, later sor-
ties. The work carried out in WP5 Year 3 improved the understanding of
the issues involved in these challenges and developed supportive tools and
methodologies to address them.

Persistence

Persistence in WP5 is addressed by monitoring events from on-going sorties
in persistent databases. The stored information is exploited for creating
interactive reports that allow users anytime and anywhere to get an overview
of the progress of operations to survey their success and to provide decision
support in preparing next steps and future sorties. The provided tools help
users to establish common ground as shared information state about the
mission. The work on working agreements starts addressing the issues of
how a human-robot team can grow over time through experience of working
with each other. This is achieved by adapting policies either automatically
or by explicit feedback.
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1 Tasks, objectives, results

1.1 Planned work

The plan for Year 3 had foreseen WP5 to address Expectation Management
Under Multi-Robot Collaboration (Milestone MS5.3). The goal was to de-
velop an account of what expectations, conflicts, and needs for alignment
(typically) arise in a human-robot team, once robots can act in squads over
a period of about 2.5-4 days. The focus in Year 3 was to be primarily on how
expectations can be managed at team level during shared control between
one or more humans and two or more robots (UGV/UAV) collaborating as
a squad in performing mobile manipulation or observation tasks. The key
issues to address were keeping the human in the loop and making the be-
haviour, goals and immediate results of squad operations clear to the human
team members.

1.2 Actual work performed

Work in Year 1 had focused on exploring and modeling tasks and teamwork
in USAR teams. In Year 2 we continued the theoretical work but also
started to develop tools that can actually support teamwork during long-
term missions. In Year 3 we again continued both efforts. We built on the
experience gained during the Year 2 End User Evaluation (TEval 2015).
The TRADR Joint Exercise (TJex) and the TRADR End User Evaluation
(TEval) events in 2016 provided further opportunities to refine the concepts
as well as to gather additional data for empirical grounding and evaluation
of the concepts.

The work WP5 performed in Year 3 comprised the following;:

e further development of tools for monitoring team activities and pro-
viding reports to build common ground among team members on long-
term missions (Section |1.2.1])

e design of working agreements enabling robots to participate as team-
members in a search task (Section [1.2.2))

e continued investigation of the effect of communication failure on agents
solving a foraging task using Blocks World for Teams (Section |1.2.3)

e analysis of communication requirements for the completion of a sin-
gle task in a multi-agent system taking into account more complex
temporal goals (Section [1.2.4])

e analysis of the effect of team size and communication on team perfor-
mance gain based on pareto-optimal agents (Section [1.2.5)

EU FP7 TRADR (ICT-60963) 5



DR 5.3: Expectation Management under Multi-Robot Collaboration Kruijff-Korbayova (editor) et al.

e integration of our agent environment in the TRADR core enabling the
agents to support situation awareness by showing user specific warn-
ings, errors or notifications, based on (temporal) information available
in the high level database (Section

Below we provide a summary on these subtasks. Section [2 contains
abstracts of the papers and reports where this work is presented in more
detail and which constitute the annexes of this report.

1.2.1 Mission Monitoring and Reporting

Work in year 3 focussed on extending the first monitoring and reporting pro-
totype presented in D5.2 towards including additional information sources
such as new sensors but also capturing user actions provided through other
user interfaces such as the OCU and the TDS systems. A description of
the current system can be found in [14]. Here we will only describe major
changes with respect to the first prototype.

e Handling of continuously published sensor data. During Year 3 new
environmental sensors such as gas and smoke detectors as well as di-
agnostic information about the robot status became available. To dis-
tinguish between “normal”, uncritical information states from these
sensors and critical states that users should be informed about and
that are worth reporting, thresholding mechanisms were introduced in
the monitoring system that would feed the reporting database only
when the sensor values exceed some user provided threshold, such as
what a critical gas concentration is for the various kinds of recognized
gases. Instead of sending all the values to users, the reports will only
include the start time and location of a critical phase and the end of
the critical phase when the sensors go back to “normal” values. The
location is inferred from the robot location if the sensor data do not
include locational information themselves.

e Interface to the Highlevel Database (HLDB). The first prototype of
the Reporting Tool was not using information from the HLDB as its
content was limited or redundant with respect to the information we
could gather by direct observation of the robots. With the further de-
velopment of the TDS system, especially the functionality that allows
users to provide additional information and mark points of interest on
the TDS maps, this changed. Therefore, we developed an interface to
the HLDB that allows us to retrieve that information from then HLDB
and integrate it into the event reports. Since the HLDB does not pro-
vide a notification mechanism that informs clients when information
is added or updated in the HLDB, the information currently is avail-
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able on request only, that is in the asynchronous reportSH Whenever
users request a report, the HLDB is queried for new information to
be added to the already existing data in the reporting database (the
Ground-level database GLDB).

e Plan reporting. With the progress of work in multi-robot collaboration
including more autonomous behaviour of the robots in Year 3 some
information about robot planning became available. Users can provide
waypoints for the robots to navigate to. The waypoint settings that
start a planning process on the robot are captured by the reporting
monitor. So users could later see in the reports where the robots
were directed to. Figure [I| shows how the planned trajectories are
visualised via mapviz plug-in. Here, circle and grid forms are used
to generate robot trajectories with optimal coverage of the area of
interest for structure from motion. During plan execution the robots
provide status information whether they are still ongoing or failed. We
also capture this information but only report when the plan execution
stops for some reason. The GPS path is stored in the database and is
also viewed in the plug-in (see Figure [2).

a) Planning three circles for the UAV. b) Grid planning. Grids are used to
Circles are used to generate point generate stiched overview images.
clouds based on structure from mo-

tion.

Figure 1: Mapviz planning plugin

We have also worked on analyzing the human-human communication
in the team, with the goal to automatically process it in order to extract
mission progress information, such as the reported status of the robots,
keeping track of tasks assigned to various team members, and information
about detected casualties and points of interest. This work is reported under
the topic of speech interaction processing in DR.3.3

ntegration into the synchronous reports would require continuously polling on the
HLDB. This is currently not implemented.
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Figure 2: Mapviz plugin

1.2.2 Working Agreements for Robots as Team Members

One of the objectives within WP5 is to study how a human-robot team can
operate, and grow over time through experience of working with each other.
One way to ensure that robots act as expected is to set working agreements,
or policies, beforehand. These policies can be adapted automatically or
by explicit feedback. This is because we cannot expect a robot to behave
“perfectly” immediately after purchase and also what is “perfect” differs per
user preferences and context. Also humans need to have a training period
to get to know each other and reach a higher level of team cohesion. The
same holds for extending a team with robots.

To investigate the feasibility of using policies in combination with on-
tologies we took a small scenario that is relevant for the TRADR domain
and took inspiration of the TRADR robot for describing the scenario. The
scenario we chose was a house search scenario and we described it based on
our knowledge of defense protocols. Firefighters evaluated these descriptions
to see if they fit their house search protocol.

The scenario was then described in more formal rules from which a subset
was chosen to be described in working agreements. An example of a set of
working agreements or policies in the house search scenario is:

Policy 1 Robot is not authorized to perform enterRoom.

Policy 2 Robot is authorized to enterRoom when Leader performs enterRoom
(overrules Policy 1)

Policy 3 Robot is authorized to enterRoom when enterRoom is requested by
HigherAuthority enterRoom (overrules Policy 1)
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A small part of the scenario was visualized using Unity. The change of
policies, like the one above, was shown over sorties (with an imaginative
debrief in which the human user could adapt the policies). Behavior trees
were used to change the behavior of the robot within unity based on linked
policies. The proof-of-concept showed that it was possible to derive relevant
policies from a scenario and implement these using behavior trees that were
visualized in Unity. More details are presented in [16] (Annex Overview [2.2))
and [29] (Annex Overview [2.3)).

1.2.3 Resilient Agents in BW4T

Communication failure is an important problem in rescue missions due to
the harsh operating conditions. It is one of the focus points of TRADR to
be able to deal with communication failure. In this ongoing experiment we
investigate the effect of communication failure on agents that solve a foraging
task. For this experiment we use the Blocks World for Teams (BWA4T)
simulated environment, which was designed to pose the same coordination
challenges as a rescue mission [I1]. The main research questions for this
experiment are:

e What are the effects of communication failure of multi-agent team
effectiveness?

e What design choices make agents resilient to communication failure?

To this end we have systematically designed five agents with incremental
use of communication, and we additionally investigate 100 different agents
designed by our students. BW4T was modified so we can control the prob-
ability of message loss. Furthermore we control task complexity, topology,
resource redundancy and team size. We use a large computer cluster to
test all agents under 252 different conditions with 10 repetitions. From the
results we can conclude how communication influences performance, and
which agent designs are resilient to communication failure. These insights
will be used for the design of the agents in TRADR. This work contributes
to the design of the TRADR team by clarifying which communication pro-
tocols are most effective in a multi-robot role-based team. More details are
presented in [28] (Annex Overview [2.4)).

1.2.4 Towards a More General Model on Coordination Require-
ments with Temporal Goals

In previous work reported in Year 2 we analysed communication require-
ments for the completion of a single task in a multi-agent system. As a
follow-up of this work in Year 3 we investigated an extension that allows for
more complex temporal goals (represented using LTL to extend our previous
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logical model). We have proposed a model that allows for modelling tempo-
ral constraints (that do not change anything) as well temporal goals (useful
for modelling e.g. tasks that need to be executed in sequence or should
be completed before a deadline). Temporal goals are important for setting
priorities and expectations. For example, as a general rule a search and res-
cue team should locate victims first before doing anything else. This work
focuses on identifying communication requirements for task completion of
these temporal goals. For formal analysis, we have built on our earlier model
of the search and rescue domain as a resource redistribution game, where
agents can use various coordination mechanisms to jointly achieve their goal.
This work contributes to identifying the need for communication, for dis-
tributed decision making, and thus for indirectly setting expectations within
the TRADR team. More details are presented in [4] (Annex Overview [2.6))

1.2.5 The effect of communication and team-size on robot per-
formance in exploration games

Performance in exploration games can be improved by adding more robots
to the team or increasing the communication between robots in the team.
However, increasing the robot or communication resources used comes at
a cost. It thus is important to gain a better understanding of how much
performance can be improved by adding more of these resources. In this
paper, we analyse team size and communication in terms of performance
gain. We study the performance of 16 different agent decision functions. To
this end, we performed simulations taking important environment factors
such as topology, map- and task-size and resource-redundancy into account.
We show that, depending on team-size and number of messages exchanged,
different decision functions are optimal, and we discuss how performance
depends on environment factors and task size. More details are presented
in [5] (Annex Overview [2.5))

1.2.6 Ontology and agents

This year we succesfully integrated our agent environment in the TRADR
core. Agents are now able to support situation awareness by showing user
specific warnings, errors or notifications, based on (temporal) information
available in the high level database. Furthermore we continued the devel-
opment of the agent environment with support for Stardog 4.2 as high level
database, and additional reasoning and querying capabilities by supporting
more SPARQL operators.

Part of the integration challenge has been to define an interface for inte-
grating various KR into agents has been to ensure it facilitates and provides
the support for defining different kinds of cognitive state of agents. The
states of agents in some agent frameworks are basic and only consist of an
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agent’s beliefs whereas in other frameworks more complex states need to
be supported that consist of the agent’s knowledge, beliefs, and goals with
additional constraints on these components that need to be implemented.

The KR interface that we have designed provides a solution to the general
problem of using and integrating any of a range of KRs in combination
with any logic-based agent framework. But most of our practical work has
focused on supporting the use of semantic web technologies in combination
with the GOAL agent framework that we use for developing the TRADR
agents. We have integrated support for Stardog 4.2. Amongst others we
have added functionality for connecting to persistent databases to enable
agents to connect to the TRADR high-level database.

The purpose of making semantic web technology accessible to agents has
been to enable these agents to use search and rescue ontologies in their rea-
soning to support the TRADR S&R team. To achieve this, we have further
developed the TRADR ontology with a focus on modelling teamwork and
roles. More specifically, we have added four roles including the robot op-
erator, infield team member, (autonomous) UGV and UAV, and the team
leader. These roles are used to for example direct information to the appro-
priate roles, e.g. to inform the team leader of a robot that fails to complete
its task.

1.3 Relation to the state-of-the-art

Mission Monitoring and Reporting Monitoring the operation and per-
formance of technical systems is a standard task wherever such systems are
used. Sensor systems are used in many domains to monitor e.g. environ-
mental conditions or, in the medical domain, the state of patients. ROS
itself provides a number of tools for monitoring and controlling robots, such
as the RVIZ tool for visualizing and controlling robot activity and sensors
(http://wiki.ros.org/rviz) and the rosbag tool (http://wiki.ros.org/
rosbag) that allows to record messages for later reuse.

The generation of various types of reports from data collections and
databases is standard practice in business domains. But in the robotic do-
main, monitoring missions with the goal of creating reports on joint human-
robot team activity for non-specialist end-users has found little attention.
Usually, the focus is on direct interaction with the robots by operators,
that is, technical personnel. The use of natural language descriptions of
events in single Autonomous Underwater Vehicle (AUV) missions has been
proposed in [I2]. These resemble the real-time running commentaries that
the TRADR reporting tool provides during sorties. Extended natural lan-
guage reports for single sorties are envisioned for AUV missions in [I3]. The
TRADR reporting tool goes beyond these proposals in integrating multi-
ple data sources, in its options for selecting information, and in combining
visual, textual and aural modes of presentation.

EU FP7 TRADR (ICT-60963) 11
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Working Agreements for Robots as Team Members Much of the
research on hybrid human robot teams looks at how the task balancing can
be improved. This year we extended this to include team work aspects
next to the task work aspects. For this we looked at literature on human-
human teaming (e.g. [I825]), but also on human-machine and human robot
teaming (e.g. neerincx2003interacting, [8]). The use of policies to support
the team work aspects within training is a step beyond the state of the art
[27].

Resilient Agents in BWA4T To provide for teamwork flexibility and
reusability, [26] introduces the STEAM architecture. Failure detection is
recognized as an important topic for future work, particularly in environ-
ments with unreliable communication. Our work is motivated by this work
and focuses exactly on this problem and empirically established by means
of simulation the impact of communication on team performance. [2I] pro-
poses a mobile robotic system (ALLIANCE) to tackle dangerous tasks to
reduce the risk for humans. The robot system is designed to be fault tol-
erant, reliable and adaptive in nature. An explicit broadcast communica-
tion system was developed to form interactions between individual robots,
but the communication medium is not guaranteed to be available. [I7] also
uses the BWAT simulation environment to show that so-called helper agents
can improve team performance by facilitating communication between team
members, thus indirectly showing that the absence of communication can
decrease team performance. Our work provides new insights on the impact
of communication failure on team performance in search and rescue and
similar tasks.

Towards a More General Model on Coordination Requirements
with Temporal Goals Many studies have shown [22] advantages of multi-
robot systems over single robot systems because of: e.g. robustness, inher-
ently distributed tasks, task complexity, efficiency or simpler robots. There
are some formal approaches based on logic that provide coordination mech-
anisms for teams that guarantee task completion in foraging settings. For
example, in [7] TeamLog was applied to guarantee effective teamwork in
a rescue robot case. Most of these works, however, do not prove whether
coordination mechanisms are needed nor do they show that a particular
coordination mechanism is sufficient to ensure task completion. Work on
strategic logic like ATL [2] is also concerned with teams of agents pursing
a joint goal in an adversarial setting. However, the focus is on finding joint
winning strategies, ignoring aspects related to (limited) communication and
coordination. Also in resource bounded extensions of ATL such as [3 [1]
where agents have to coordinate, in principle, on resource production and
consumption to achieve a temporal task, questions related to coordination
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are avoided by focussing on the existence of joint winning strategies. In
comparison to our work, the analysis remains at a comparable high abstrac-
tion level and no specific coordination nor communication mechanisms are
discussed. Another distinguishing feature of our formal model, e.g. also to
robotics setting such as [23] 24] 20], is that agents can alter the environ-
ment, by picking up, carrying, and dropping resources. As a consequence,
our framework is much more grounded in real-world settings.

The effect of communication and team-size on robot performance
in exploration games Various experiments performed for studying com-
munication and performance have used the BW4T simulation environment,
a tesbed for exploration games [I1]. [9] use BWA4T to investigate the impact
of different types of communication on team performance. They examined
agents with four different communication protocols: (i) agents that do not
communicate, (ii) agents that only exchange information about the knowl-
edge they have about the environment, i.e. the colors of blocks and their
location, (iii) agents that only communicate their intentions, i.e. what they
plan to do, and (iv) agents that both communicate about their knowledge
and intentions. The main conclusion from this work is that communicating
intentions is more effective than knowledge. In a similar setup, [30] also
investigates the effects of four different communication protocols on per-
formance: (i) agents do not communicate, (ii) agents only exchange their
beliefs, (iii) agents only exchange their goals, and (iv) agents exchange both
their beliefs and goals. The main conclusion is similar and this work also
finds that communicating about goals is more effective than communicat-
ing about beliefs (only) but also shows that interference between robots can
diminish the positive effects of communication. A big downside to using
BWA4T is the simulation speed, since it uses real-time agents. Therefore
these experiments investigated only a very small set of agents and environ-
ments. In fact, both experiments used only one and the same environment
lay-out. We use a simulation environment very similar to the BW4T envi-
ronment, but in our experiments but go beyond [9] and [30] by evaluating
more agent designs and, in contrast to these works, we also vary the topol-
ogy of of the environment, and systematically vary and explore the impact
of various other environment parameters. Moreover, we also study the use
of randomization to prevent interference by randomizing the destinations of
robots.

Ontology and agents The focus of our work has been on the use of
ontologies for logic-based agent frameworks, as we use the GOAL framework
for developing TRADR agents that use the TRADR ontology. The first
step to enabling our agents to use the TRADR ontology has been to extend
them with support for semantic web technologies (such as OWL). In contrast
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to our approach, most of the work on integrating and adding support for
ontologies in agent technology has been rather pragmatic and quite different
from the more generic approach that we have proposed. However, there is
some related work on integrating semantic web technologies into agent-based
frameworks. For example, JASDL is a version of Jason [I5] that integrates
OWL, and supports agents that incorporate OWL knowledge into their belief
base. The work reported in [19] introduces a version of the programming
language AgentSpeak based on description logic. The Java-based agent
framework, JIAC [I0], also uses OWL for representing agent knowledge.
Facilitating the use of a specific KR technologies in various applications
has been recognized as very useful in the literature. This has driven our
efforts for designing an Application Programming Interface (API) for specific
technologies. An important aspect of our work has been to also facilitate
access to external data sources (in our case the persistent TRADR high-level
database, or HLDB). The IMPACT agent framework [6] also offers support
for this through an abstraction layer, dubbed body of software code, that
specifies all data-types and functions of the underlying data source. Their
approach, however, needs to be instantiated and requires development for
each specific application.
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2 Annexes

2.1 W. Kasper (2016), “Team Monitoring and Reporting for
Robot-Assisted USAR Missions”

Bibliography W. Kasper (2016), “Team Monitoring and Reporting for
Robot-Assisted USAR Missions”. Proceedings of the 2016 IEEE Interna-
tional Symposium on Safety, Security and Rescue Robotics (SSRR-2016),
October 2016.

Abstract The paper describes a monitoring and reporting system for
robot-assisted long-term USAR missions. It is able to monitor robot ac-
tivities and human verbal communication persistently and to make the in-
formation available to users in a structured multimodal interface integrating
textual event descriptions, visualizations and audio playback as reports for
briefing and debriefing activities as well as for creating situation awareness
for new or outside participants. It is realized as a web application allowing
it to be used anytime anywhere on any web enabled device. We also present
results from an end-user evaluation of the system.

Relation to WP This paper presents the implementation of a reporting
system to establish common ground and knowledge in teams for both sin-
gle robot operation and multi-robot collaboration, extending the prototype
presented in Deliverable D5.2. It directly contributes to T5.3.

Availability Public.

2.2 R. Looije, J. van Diggelen, A. Eikelboom, J. van der Waa
(2016), “HRT 2016

Bibliography R. Looije et al. (2016), “HRT 2016”. Memo on work per-
formed.

Abstract In this paper we will focus on a method for unmanned systems
to learn preferences of individuals. For this we need to answer the question
on how to develop an architecture that can adapt the behaviour of the robot
in such a manner that it is understandable for human users and supports
the feeling of team cohesion in the human team members.

Relation to WP This memo presents an approach, with working agree-
ments, to support expectation management under robot human collabora-
tion. It therefore contributes to T5.3.
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Availability Restricted. Not included in the public version of this deliv-
erable.

2.3 J. van Diggelen (2017), “Human robot team develop-
ment: an operational and technical perspective”

Bibliography Diggelen (2017), “Human robot team development: an op-
erational and technical perspective”. Abstract for AHFE conference 17-21
July 2017 Los Angeles.

Abstract Turning a robot into an effective team player cannot be com-
pletely realized at design time. This is because many of its behavior re-
quirements only become apparent after the system has been deployed. To
illustrate this point, a use case is presented in which robots assist humans
during a house search for explosive materials. To successfully participate in
this mission, the robot must possess a diverse set of communication skills,
e.g. for deciding to whom it should report its findings, or whether it can
pick up some object without permission. It is highly unlikely that these
behaviors have been perfectly pre-programmed by the robot development
firm when the robot was delivered. Therefore, they must be adaptable by
the end user without the need of changing code.

In this paper, we propose a solution to this problem from an operational
and technological perspective. The operational perspective is illustrated in
a use case in which robots are allowed to participate in a debriefing of a
mission. One of the goals of a debriefing is to allow the team to develop
by sharing positive and negative experiences. In the case of the robotic
participants, this means that explicit working agreements can be established
between humans and robots which guide future behavior. In this way, the
functioning of the human robot team is expected to improve as the team
becomes more experienced.

The technological requirements are largely driven by this use case. To
represent working agreements in a machine readable way, we have adopted
a policy-based approach. Policies are a generic way to specify and govern
an agent’s behavior using rules for permissions and obligations. To make
the policy engine applicable to our use case, we have built ontologies and a
domain specific language (DSL). The ontologies define the domain specific
terms that are needed to specify relevant working agreements. For example,
they specify what qualifies as a dangerous object. The DSL functions as an
extra layer above the policy language to make it easily understandable to
non-expert users. For example, we have specified the DSL in such a way
that sentences like “the robot is not allowed to pick up dangerous objects”
is understood by the robot.

The main contributions of this paper are an operationally relevant sce-
nario containing debriefings for human robot team (HRT) development, and
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descriptions of two reusable technological components that can be used for
HRT development: ontologies, and a DSL. We have tested our approach for
HRT development with domain experts in the field using an implemented
demonstrator. We have implemented the working agreements in a policy
engine, and local agent behavior using behavior tree in a virtual environ-
ment. We implemented a test environment in which a human and robot
jointly perform a house search and engage in a debriefing afterwards for
HRT development.

Relation to WP This annex presents an approach, with working agree-
ments, to support expectation management under robot human collabora-
tion. It therefore contributes to T5.3.

Availability Restricted. Not included in the public version of this deliv-
erable.

2.4 Resilient Agents in BW4T

Bibliography Joris Z. van den Oever (2016). “Multi-agent Communica-
tion and Decision making Strategies for Resilient Teamwork with Commu-
nication Failure”. Preliminary draft of a Master Thesis in preparation.

Abstract In rescue missions communication failure is an important prob-
lem due to the harsh operating conditions. It is one of the focus points
of TRADR to be able to deal with communication failure. In this ongo-
ing experiment we investigate the effect of communication failure on agents
that solve a foraging task. For this experiment we use the Blocks World
for Teams (BW4T) simulated environment, which was designed to pose the
same coordination challenges as a rescue mission [I1]. The main research
questions for this experiment are:

e What are the effects of communication failure of multi-agent team
effectiveness?

e What design choices make agents resilient to communication failure?

To this end we have systematically designed five agents with incremental
use of communication, and we additionally investigate 100 different agents
designed by our students. BW4T was modified so we can control the prob-
ability of message loss. Furthermore we control task complexity, topology,
resource redundancy and team size. We use a large computer cluster to
test all agents under 252 different conditions with 10 repetitions. From the
results we can conclude how communication influences performance, and
which agent designs are resilient to communication failure.
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Relation to WP The work reported on here contributes to T5.3 by pro-
viding insight on the impact of communication failure on team performance,
which facilitates managing team expectations in the context of such failures.

Availability Restricted. Not included in the public version of this deliv-
erable.

2.5 The effect of communication and team-size on robot
performance in exploration games

Bibliography Chris Rozemuller, Koen Hindriks and Mark Neerincx. “The
effect of communication and team-size on robot performance in exploration
games”. Submitted to IROS 2017

Abstract Performance in exploration games can be improved by adding
more robots to the team or increasing the communication between robots in
the team. However, increasing the robot or communication resources used
comes at a cost. It thus is important to gain a better understanding of how
much performance can be improved by adding more of these resources. In
this paper, we analyse team size and communication in terms of performance
gain. We study the performance of 16 different agent decision functions. To
this end, we performed simulations taking important environment factors
such as topology, map- and task-size and resource-redundancy into account.
We show that, depending on team-size and number of messages exchanged,
different decision functions are optimal, and we discuss how performance
depends on environment factors and task size.

Relation to WP The work reported on here contributes to T5.3 by pro-
viding insight on the trade-off between performance, number of robots and
communication load. Important environment factors for TRADR are con-
sidered, and the paper shows which decision functions are optimal.

Availability Restricted. Not included in the public version of this deliv-
erable.

2.6 Towards a More General Model on Coordination Re-
quirements with Temporal Goals

Bibliography Chris Rozemuller, Koen Hindriks. “Towards a More Gen-
eral Model on Coordination Requirements with Temporal Goals”. Memo on
work performed.
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Abstract In multi agent and robot design it is common practice to make
use of coordination mechanisms such as communication or turn taking, how-
ever it is unclear when this is required for the task. For many tasks coor-
dination is not required and using it could have unnecessary drawbacks on
e.g. system complexity, system resources, or reliability. In this paper we for-
mally and systematically proof under which circumstances it is absolutely
necessary to use a coordination mechanism to complete a resource redistri-
bution task. To this extend we propose a formal model of agents with beliefs
and goals that can manipulate resources in an environment. We also intro-
duce a range of coordination mechanisms that can be used by the agents
to achieve their goal. We focus on resource redistribution tasks formulated
using linear temporal logic (LTL).We aim to find a complete mapping from
LTL formulas to required coordination mechanisms.

Relation to WP The work reported on here contributes to T5.3 by pro-
viding insight for which situations coordination, and specifically communi-
cation, is required.

Availability Restricted. Not included in the public version of this deliv-
erable.
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Abstract—This paper describes a monitoring and reporting
system for robot-assisted long-term USAR missions. It is able
to monitor robot activities and human verbal communication
persistently and to make the information available to users
in a structured multimodal interface integrating textual event
descriptions, visualizations and audio playback as reports for
briefing and debriefing activities as well as for creating situation
awareness for new or outside participants. It is realized as a
web application allowing it to be used anytime anywhere on any
web enabled device. We also present results from an end-user
evaluation of the system.

I. INTRODUCTION

The TRADR project (Long-Term Human-Robot Teaming for
Robot-assisted Disaster Response: [1]) develops novel tech-
nologies for human-robot teams to assist in disaster response
efforts over multiple sorties during a mission. Various kinds
of robots collaborate with human team members to explore
the environment and gather physical samples. Throughout this
collaborative effort, TRADR enables the team to gradually
develop its understanding of the disaster area over multiple,
possibly asynchronous sorties (persistent environment mod-
els), to improve team members’ understanding of how to
work in the area (persistent multi-robot action models), and
to improve team-work (persistent human-robot teaming). The
TRADR use cases involve response to a medium to large scale
industrial accident by teams consisting of human rescuers and
several robots (both ground and airborne). TRADR missions
will ultimately stretch over several days in increasingly dy-
namic environments.

A sortie in TRADR represents an individual deployment
of robots in the field. A sortie typically starts with a briefing
session with the complete team, where an situation overview
is given, the goals and global activity plan of the sortie are
defined, and the team members are assigned their roles and
tasks. This establishes the initial situation awareness of the
team. A sortie ends with a debriefing session with the complete
team. The International Search and Rescue Advisory Group
(INSARAG) defined general guidelines for these tasks that
are discussed in [2]. A team typically involves three levels of
responsibilities: the mission commander as the overall leader
of operations, team leaders that direct the infield personal and
the robot operators and pilots. Team composition can change
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over time: new members join in, there are shift changes, robots
with different capabilities might be required at various stages.

An important aspect in Urban Search and Rescue (USAR)
operations especially for human team members is reporting:
activities, technical problems, environmental conditions, find-
ings, etc. Reports are the main tool used by USAR teams
to document and share information about the progress of a
mission as well as for instructing team members. Team leaders
are required to create detailed log books about the sorties.
Therefore, we investigate how TRADR technology can support
human team members in their reporting tasks and information
sharing, especially with respect to the deployment and use of
robotic systems during their work.

[3] distinguish three central parameters for interdependent
co-active human-robot teams: observability, predictability and
directability. In TRADR, three kinds of user interfaces are
involved to achieve these goals:

e The Operation Control Unit (OCU) is used by the robot
operators and pilots for controlling the robots and to
display sensor data.

o The Tactical Display System (TDS) is mainly used by
the team leader, typically displaying maps of the disaster
area and the team activities and findings in the field. It is
The main tool for assessing information provided by the
infield team members and directing their activities during
a sortie.

o The Reporting Tool keeps and presents information about
the complete mission not just the currently active sortie.
Users can select in fine-grained manner which informa-
tion and aspects they are most interested in.

These tools correspond closely to the distinction between
operational and informational reporting ([4]) in information
management. Operational reporting is reporting about de-
tails and reflects up-to-the-second information. It is typically
used by the front-line operations personnel. Very short-term
decisions are made from operational reports. Informational
reporting is much more strategic in nature, looking at sum-
marized data and extended time horizons, and targeting the
management and analytical community. The Reporting tool
targets mainly the informational reporting level while the OCU
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and TDS systems serve the operational reporting needs.

In the following the Reporting Tool will be described
in detail. First some motivations for its general design and
content will be presented, including requirements gathered
from end-users of the system. Then the current implementation
of the tool will be described in some detail, illustrated by
screen-shots for an impression how it looks like. Finally,
related work with impact on our setup will be discussed.

II. NATURAL LANGUAGE REPORTING

In [5], it is argued that reports in textual form about what
is or had been going on in long term missions have many
advantages compared to other modes of presenting and sharing
information.

1) They are more concise and easy to understand and
interpret by non-technical users.

2) They can be better adapted to various information needs.

3) They are easier to remember.

4) They can more easily be shared between (human) team
members.

Because of such considerations and the requirement to
support the briefing and debriefing task between sorties and
also provide documentation support for the missions the core
reporting system is based on generating natural language
descriptions for events occurring during sorties. The main
principle of such reports is that they should specify as much
as possible the 5 Ws:

Who did What When Where Why

These corresponds well with what [5] call the 5 situational
axis: Spatiality, Temporality, Protagonist, Motivation, Causal-
ity. The parameters and their relation to data sources available
in TRADR scenarios can be characterized as follows:

Who: The agent/team member, with reference to the team
model that defines his role in the team
What: Actions by the agent or other event
o Communication between team members: direc-
tives from team leaders, results, ...
« Robot control actions: Directing it to some place,
pick up actions, ...
« (Robot) Perceptions: recognized objects, envi-
ronmental conditions, ...
« Annotations for objects, regions etc.
o Movements of agents

When: Time of action or event (Timestamps)

Where:The event location, preferably descriptive labels for
human users, if available, and GPS-based coordinates
as general reference system shared between humans
and robots

The reasons for the action. These correspond to the
motivation and the causality axis of [5].

Why:

These dimensions also suggest various report structures: a
chronological report with ordering by time, spatial reports will
focus on events at some region, motivational or causal reports
will present events as connected by motivational or causal
relations.
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In [5] usability tests for reports organized along such
dimensions are presented. They found that most of their users
(robot operators) claim the chronological order to be their
favorite order, but when asked to replay the mission based
on the reports, were discovered to apply implicitly more the
motivational order rather than the chronological order. The end
users in TRADR similarly expressed a strong preference for
chronological ordering as that is required anyway for log book
reports.

Different types of report structuring based on the situation
models are discussed in [5]. Since their target audience are
only the robot operators, they do not consider that different
types of users would need different types of reports. But
USAR teams consist of various types of users with different
responsibilities, capabilities and information needs at different
times. The reporting tools reflects such differences by provid-
ing various report types but also by allowing users to request
reports on specific aspects of the missions.

III. USER REQUIREMENTS ON REPORTS

During an evaluation of the TRADR system with firemen as
end users in October 2015 we presented a first prototype of the
reporting system and collected their responses about its useful-
ness and what information they think important for inclusion in
reports. The relevance estimations for supplying textual reports
in addition to other information sources are shown in Table
I. In general, the users regarded the textual mission reports
as an important piece of information in prolonged missions.
A bit surprisingly, they considered such reports as much less
important for preparing new sorties.

TABLE I
RELEVANCE EVALUATION FROM 18 QUESTIONNAIRES ON A 5-POINT
SCALE (1 = VERY IMPORTANT, 5 = UNIMPORTANT)

Average | Description
1.78 | Synchronous textual descriptions as running comments
1.72 | Documentation
1.78 | Debriefing
2.39 | Briefing, Sortie Preparation
1.46 | Team changes

We also asked the users for other types of information or
presentation modes that should be captured by the reports. The
most frequent answers were

« Pictures taken

« Display of robot movements and covered area

o Marks for dangerous spots

« Environmental conditions

o Technical problems

Some use cases for real-time synchronous textual reports
during sorties as useful fallback channel were mentioned by
users:

o Technical problems in transmitting visual or other sensor

data from the robots

o Bad sight conditions

o Technical problems in general

o Goals set up for the robots
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Fig. 1. Overview of the Reporting System

o Communication of additional situational information

The user feedback and requirements motivated to extend
the Reporting Tool beyond textual event reports towards
interactive visualization and display of multimedia content.
Additionally, users can provide and share annotations and
comments on all items any time.

IV. OVERVIEW OF THE REPORTING SYSTEM

An important consideration for the design and setup of the
TRADR reporting system was that in actual situations TRADR
robot teams usually will be part of larger teams that involve
members not directly involved in working with robots but
performing other tasks. Nevertheless, they should also be able
to access information from the TRADR robot teams assuming

o Information from the robot teams should be available
anytime anywhere.

« Customizable Views: users should be able to select what
information they are mostly interested in.

Therefore, the report system is set up as a web application
that can be used with any web enabled device (PC, laptop,
tablet, smartphone, etc.) with access to the TRADR network
without requiring installation of special software. The system
consists of three layers:

« a monitoring system that observes agents. An agent here
can be anything that is a possible source of events.

« the reporting server that receives the events captured by
the monitoring system. Also, it answers requests by user
clients.

« web clients that send requests to the server and display
the results to the user.

In addition to reports requested by users, the system also
provides a real-time synchronous mode that during sorties
displays short textual descriptions of new events as running
commentaries immediately.

The basic architecture of the reporting system is shown in
Figure 1. In the following we will describe the components as
used in TRADR in more detail.
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A. Monitoring System

The monitoring system is responsible for gathering data
from agents in the system. We call these agents “observables”
as we do not really interact with them but they are just regarded
as sources of events that we want to report on later. The
observation of the agents is managed by bridges for specific
types of agents. The bridges are responsible for capturing
events from the agents and an initial evaluation whether they
would be interesting for reporting. E.g., diagnostic information
from the robots is only regarded as interesting, if it indicates
the start or end of some critical or problem state.! If the event
looks interesting, it is sent to the reporting server for further
handling. The server also receives metadata about the event,
such as time stamps, message topics and types as well as the
source (agent) of the event.

For different types of observables different types bridges are
employed.

1) Robots: TRADR uses ROS for interacting with the
robots. For observing the robots we rely on the ROS mes-
saging system. The observer bridge consists of a node that
registers with the ROS master of the robot and subscribes to
a configurable set of (ROS) topics of interest. The topic sets
might differ for robots with different capabilities or tasks. The
sets are defined in a configuration file that also can specify
threshold values and conditions for published messages to
become interesting for the reports. Currently, the following
information is retrieved from the robots:

« photos and image snapshots requested by users

« GPS locations of the robot positions for display on a map

« Identified objects with their coordinates

« Diagnostic information about critical battery states, net-
work problems, etc.

« Navigation goals for the robots set by the users and the
progress of the navigation plan execution with respect to
success or break

« Environmental observations such as dangerous gas con-
centrations, smoke, etc.

1For all continuously published sensor data we try to identify the start and
end of interesting sequences.
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S war nur zur orientierung aber mach mir mal foto von dem fass

17.00.2015
17.00.2015

17.00.2015
17.00.2015
17.00.2015
17.002015 14:37 tno-robot  Tno-robot sent

ure from position (51.486681, 7.485334)

hte mal dass du mit der mit der drohne [etzt weiter flisgst zum anderen hochofen quasi von anderen seite der einsatzstelle aus fotos machst und quckst ob du von dort

17.002015  14:87

17.00.2015
17.00.2015
17.00.2015
17.00.2015
17.00.2015

17.00.2015

Fig. 2. Full event log of a sortie

2) Humans: From human team members, the verbal team
communication is observed. The monitor captures the audio
stream and sends it to an automatic speech recognition system
(ASR) that attempts to transcribe the utterance into text.
Recognition results and audio data are passed to the server.
The audio data are used to replay the original utterance in case
the ASR transcript looks wrong. TRADR uses MUMBLE for
audio communication. This allows to identify the speakers.

3) TRADR System Database: The TRADR user interfaces
allow users to mark and annotate interesting locations and
objects detected on images. The reporting server uses this
database as additional data source to include user provided
information.

B. Reporting Server

The reporting server provides several functionalities:

o It receives the event data form the observables as de-
scribed above and maintains a repository for the data used
for creating mission and sortie reports.

o It provides a push service for clients that register for
immediate synchronous notification on incoming events.

o It provides the reporting web application for the user
clients.

1) The Reporting Repositories: The reporting server main-
tains its own repositories for creating reports requested by the
clients. There are two repositories:

« a file-based multimedia database for storing images and
audio recordings received from the monitoring system.

« a Mongo database (GLDB) as object-oriented database
for storing the event data as JSON objects. This allows
to store easily any kind of structured data and provides
flexible access to the data. Since the robotic event data
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are based on ROS messages, the ROS message definitions
also provide the basic report ontology.

On top of the GLDB we also implemented reasoners as
database scripts that augment the database by deriving from
the data sets additional meta-information for use in the user
interfaces.

2) Push Service: The standard user interface presented in
Section IV-C is request-based, that is users have to initiate
a request to the reporting server by pressing a button etc. to
get some information. An alternative way is provided by a
push service that automatically sends information to the user
clients whenever some new information comes in. This push
service realizes the synchronous reporting mode: Users get
information instantly and automatically instead of having to
trigger requests. When users register for the push service each
time the server receives an event, it will generate a textual
description of the event and send it to the client where it will
be displayed as a running comment.

3) Report Generation: The main task of the reporting
system is the generation of reports about the ongoing mission.
The reports are requested by the users through a web interface
as described in Section IV-C. As discussed there, several types
of reports are possible and users can provide some parameters
for fine-tuning what the report should contain. To answer the
requests, the major steps to answer the request are

« Data aggregation: The server collects the data from

its databases that are relevant for the selected type of
report and matching the user provided custom parameters.
The retrieved raw data get further processed to build an
integrated data model for the generator that produces the
report document.

e Document Generation: Document generation is based

on document templates. Each report type corresponds to
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a document template that receives the aggregated data
model. The document template selects from the aggregate
the information items it wants to use, generates their
linguistic form, formats them and casts them into a
suitable form, such as HTML for the web interface.

C. The Web Client

The user interface of the reporting system is realized as
a web application that can be used with any modern web
browser. The only obvious restriction is that the user has access
to the network where the reporting server is running, such as
the TRADR network.

The top-level user-interface as illustrated in Figure 2 is

organized in tabbed panels that provide different views.

« the “Reports” tab provides the main interface.

« the “Live Events” tab provides the interface to the push
service where users can register themselves for the push
service The event descriptions will be continuously dis-
played also in that view, even if the users in between
switches to some other view.

« the “Map” tab allows to display a map of the area and to
display the paths of the robots in it and the positions of
objects, images, points of interest, etc. An example from
a TRADR evaluation is shown in 3. Users can add items
and comment items.

Reports  Live Events |Map

Showy Map. Show Paths

Qo

aendaer| Nuzungbeingungen | Fehlerbe Gosgle Maps e

Fig. 3. Map view with paths and object markers

The “Reports” tab illustrated in Figure 2 provides the main
user interface. The left-hand side shows available options
to the users, while the right-hand side displays the reports
requested. The options allow users to select among various
report types. Fine tuning of the reports can be achieved by
setting parameters for time range, select a specific sortie,
focus on activities by selected agents or happenings at a
specific location. The “Admin” box provides a number of
other operations, some that should be available only to team
leaders or command officers, such as marking the start or end
of missions or sorties.

Currently, we provide the following predefined report types:

o Sortie Summary presents a comprehensive tabular

overview of all or selected sorties as illustrated in Figure
4. Locations will be shown as map.
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Summary of Sortie(s) from 17.09.2015 11:57:22 to 17.09.2015 16:05:19
Duration PT4HTMSTS
Location Phonix
Sorties 1
Agents: tno-robot: UGV
Clu-robot: UGY
TLK TeamLeader
UGV1-M: UGV-Operator
UGVZ-N: UGV-Operator
UAV-L UAV-Operator
VAV Ay

Visited Locations: Show

Pictures 19
14:31:39 fradr-db (51 4874855, 7 4862294)
14:31:30 fradr-db (51 4874855, 7 4862294)
14:37:43 tno-robot (5148668067804, 7.486323502 W
14:37.43 tno-robot (5148668067804, 7.48633350247T) Show
14:39:22 tradr-an (514870498, 7.4862674) Show

14:39°22 tragr-ob (57.4870498, 7 4862674) Show

db (514870286, 7 486135) Show
-db  (51.4870286, 7.486135) Show
33 obol (51487242, 7 485785) v
14:46:33 tno-robot (51.487242, 7.485785) Show
14:47:23 fradr-db  (51.4870208, 7.4860692) Show
14:47:23 tradr-db (514870208, 7.4860692)
14:6030 tradr-db (51 4869865, 7 4860654)
16:01:57 tradrdb (514876250, 7 4864718)
16:02.07 tradr-db  (51.4875247, 7.4863676) Show
15:02.07 tradr-db  (51.4875247, 7.4863676) Show
15:04:08 lradr-db (514876883, 7.4861961) Show

15:04/08 lradr-ob (57.4876883, 7.4861961) Show

15:05:14 tradr-db

(51.487752, 7 4862623) Show

Overall Detections: Victims: 1

IDangers: MNone identified
Problems encountered: hona

Fig. 4. Summary Report of a Sortie

« Event Log presents a chronological description of events
and activities in tabular form. Figure 2 illustrates such
an event report, including the communication activities
with the transcripts from speech recognition (ASR). The
coloring of the agents correspond to the role of the
team member, e.g. team leader or operator. Optionally,
the original audio recording can be replayed if the ASR
result looks wrong. Images can be inspected as popups
as illustrated in Figure 5 that shows an event report for
one of the agents only (the “tno-robot”).

+ Communication Protocol is similar to the Event Log
reports but containing only the human communication.

o Detected Objects gives a summary of objects detected
by the robots with their type and position.

« Movement Map displays a map with the paths of the
robots as in the map tab.

« Plans and Obstacles presents a report focusing on goals
and tasks for the robots to be solved autonomously.

o Problems and Breaks presents reports on problems
encountered by the robots.

Each report reflects the state of the reporting database when
the report is requested by users. Thus, users can retrieve any-
time actual information as well as past information, depending
on the parameter settings.

V. RELATED WORK

Monitoring the operation and performance of technical sys-
tems is a standard task wherever such systems are used. Sensor
systems are used in many domains to monitor e.g. environmen-
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Date Time

Events from 17.09.2015 14:35 to 17.09.2015 14:46

Description

17.002016 e

1700205 a7
17.002016

1700208

a7
1445

17.00.2015 448

Report Parameters

Sorties:

Fom[oroiir oo
i [ .
Agents: tno-

Ficture: S6abScoicas2sa50c9Mmad2
Time:

rooot
Admin

ssin | pdaa i |

e T

dose

Victim detectod at posi

86743, 7.485307)
(51486681, 7.485034)
(51486681, 7.48504)
(51 487242, 7.485785)
m positon (51.467242, 7.405785)

Plcture: S6ababAIce926350c9M3c2

Fig. 5. Event Log Filters: One agent

tal conditions or, in the medical domain, the state of patients.
ROS itself provides a number of tools for monitoring and
controlling robots, such as the RVIZ tool for visualizing and
controlling robot activity and sensors (http://wiki.ros.org/rviz)
and the rosbag tool (http://wiki.ros.org/rosbag) that allows to
record messages for later reuse.

The generation of various types of reports from data collec-
tions and databases is standard practice in business domains.
But in the robotic domain, monitoring missions with the goal
of creating reports on joint human-robot team activity for non-
specialist end-users has found little attention. Usually, the fo-
cus is on direct interaction with the robots by operators, that is,
technical personnel. The use of natural language descriptions
of events in single Autonomous Underwater Vehicle (AUV)
missions has been proposed in [6]. These resemble the real-
time running commentaries that the TRADR reporting tool
provides during sorties. Extended natural language reports
for single sorties are envisioned for AUV missions in [5].
The TRADR reporting tool goes beyond these proposals in
integrating multiple data sources, in its options for selecting
information, and in combining visual, textual and aural modes
of presentation.

VI. CONCLUSION

The reporting tool for TRADR provides a flexible and
modular framework for reporting activities of team members
in USAR teams, with a focus on robot activities and human
verbal communication. We provide a persistent monitoring
system for agent activities. Reports on these activities can be
retrieved anytime. The reports are multimodal in combining
concise textual descriptions of activities with visual and audio
presentations. Thereby reports are easy to interpret without
special technical knowledge. The design as web application
allows it to be used with mobile and stationary devices
whenever and wherever it is desirable.

The presented system is able to support the management of
USAR operations in documenting their progress and findings.

978-1-5090-4349-1/16/$31.00 ©2016 IEEE

Due to its anytime capabilities it also supports shared situation
awareness by tracking ongoing activities in the whole team.
Current work focuses on reports about the planning pro-
cesses in autonomously operating robots. This should enable
users to better foresee, understand and control the behavior
of autonomous robot activities. Also, new information types
related to new robot functionalities are under investigation.
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