Exploring the Ethical Landscape
of Robot-Assisted Search and Rescue

Maaike Harbers * Joachim de Greeff *

Ivana Kruijff-Korbayova ** Mark Neerincx **** Koen Hindriks

*

* Delft University of Technology, Delft, the Netherlands
**Language Technology Lab, DFKI, Saarbruecken, Germany
***TNO human factors, Soesterberg, the Netherlands

Abstract: As robots are increasingly used in Search and Rescue (SAR) missions, it becomes
highly relevant to study how SAR robots can be developed and deployed in a responsible
way. In contrast to some other robot application domains, e.g. military and healthcare, the
ethics of robot-assisted SAR are relatively under examined. This paper aims to fill this gap by
assessing and analyzing important values and value tensions of stakeholders of SAR robots.
The paper describes the outcomes of several Value Assessment workshops that were conducted
with rescue workers, in the context of a European research project on robot-assisted SAR (the
TRADR project). The workshop outcomes are analyzed and key ethical concerns and dilemmas
are identified and discussed. Several recommendations for future ethics research leading to
responsible development and deployment of SAR robots are provided.
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1. INTRODUCTION

With advancements in Al and robotics, robots that
share an environment and interact with people are
becoming ubiquitous. This development has fueled a
growing realization that ethics of human-robot inter-
action needs to be addressed, evidenced by a growing
number of publications, workshops and conferences
addressing roboethics (Wallach and Allen, 2008; Lin
et al., 2011; Murphy and Woods, 2009; Malle et al.,
2015). As Riek and Howard (2014, page 5) put it “One
especially wants to avoid giving the impression that
it is the responsibility of the ethicist to instruct sci-
entists and engineers on what they may and may not
do. Ethics should, instead, be understood as making a
constructive contribution to work in HRI”. To foster this
development, a code of ethics and practical guidelines
have been proposed for robot engineers and HRI prac-
titioners (Ingram et al., 2010; Riek and Howard, 2014;
Murphy and Woods, 2009).

For some domains, ethical concerns regarding the
application of robots have received a lot of atten-
tion (Lichocki et al., 2011), e.g. in the military do-
main, car industry, healthcare and education. However,
in the field of Search and Rescue (SAR) it appears that
ethics related to the use of robots has not so much
been addressed; indeed, it is telling that in the EURON
Roboethics Roadmap (Veruggio, 2006) SAR robots are
only mentioned as a subcategory of ‘outdoor robots’.
Ethics and values are relevant for responsible develop-

ment (e.g., requirements) and deployment (e.g., work-
ing agreements) of SAR robots. In this paper, we there-
fore provide an exploration of the ethical landscape
surrounding robot-assisted SAR missions.

We explore the ethical robot-assisted SAR landscape
by identifying and analyzing humans values (e.g. trust,
autonomy and privacy) and value tensions. Value ten-
sions refer to situations in which technology supports
one value while at the same time hinders another; as
such they are indicators of potential ethical dilemmas.
Our approach is inspired on the Value Sensitive Design
(VSD) methodology, which accounts for human values
throughout the design process (Friedman et al., 2013).
We conduct a series of three Value Assessment work-
shops with SAR workers — in this case firefighters — in
which we make use of VSD methods to assess and ana-
lyze the stakeholders and their values in the SAR field.
Using the workshop results, literature and experiences
in the TRADR project, we identify key ethical concerns
and dilemmas for the robot-assisted SAR field.

In this paper we first provide a description of the
robot-assisted SAR domain. Then, we briefly summa-
rize ethical themes in different robot application fields
that are relevant to SAR. We then describe the setup
and execution of the Value Assessment workshops, and
the workshop outcomes (stakeholder values and value
tensions). From these outcomes, we derive and discuss
several main ethical concerns and dilemmas specific to
robot-assisted SAR.



2. BACKGROUND

2.1 Robot-Assisted Search and Rescue

The SAR domain is a unique area of application
because it inherently entails an unstructured (often
destructed) environment, that is commonly hazardous
for both people and equipment. Particularly for first-
response missions, work is typically done under time
pressure (every minute can count) and in harsh condi-
tions; this can lead to physical and/or mental strains
on rescue workers, increasing the risk of developing
psychiatric and post-traumatic distress (Fullerton et al.,
1992; Chang et al., 2003; Bos et al., 2004). SAR can
also happen over prolonged periods of time (days,
weeks, months) as part of ongoing disaster response.
These domain characteristics entail some specific eth-
ical considerations, e.g. what is morally acceptable to
ask from rescue workers in terms of mental and physi-
cal well-being when lives are at stake. Work specifically
addressing the ethics of disaster response is hard to
find, but some guidelines exists, e.g. the Council of Eu-
rope’s “Ethical principles on disaster risk reduction and
peoples resilience” (Prieur, 2012) specifically dictates
how rescue workers should behave ethically, as well
as specifying that rescue workers should have access
to psychological assistance during and after disaster re-
sponse missions. Other work has discussed the ethics of
disaster management (Geale, 2012), drawing parallels
with ethics of humanitarian aid, while others specifi-
cally address ethics of firefighters (Sandin, 2009), com-
paring it with the ethics of the medical profession.

Generally, the SAR domain is perceived as an appli-
cation area in which robots can provide a valuable con-
tribution. Robots are capable of traversing areas that are
inaccessible for humans, may carry elaborated sensory
equipment beyond human capabilities (e.g. infrared)
and can provide unique perspectives (e.g. aerial view)
contributing to situation awareness. There exists a large
body of research addressing the employment of SAR
robots (Murphy, 2014), along with actual application in
the field (Murphy, 2004; Murphy et al., 2012).

The types of robots that are employed in SAR envi-
ronments are quite various; common types include Un-
manned Ground Vehicles (UGV), carrying a variety of
sensors (e.g., laser range finder, video, audio, infrared)
and typically equipped with tracks to navigate unstruc-
tured terrains (see Figure 1), and Unmanned Aerial Ve-
hicles (UAV) that can provide high-level (aerial) view
of the disaster area. Generally, robots are employed in
search areas that are inaccessible for humans because
they are too dangerous, or because of physical con-
strains (too small, too high). As of today, robots are
always controlled by human operators (human-in-the-
loop), but some functionality is becoming (partially)

autonomous (Birk and Carpin, 2006; Okada et al., 2011;
Zuzanek et al., 2014).

Fig. 1. The TRADR UGV operating during an exercise
aimed to capture a SAR context.

Interaction between humans and SAR robots can
happen in a number of distinct manners. Humans in-
teract with robots as operators, as infield-rescuers or
as victims, each yielding different types of HRI. For
instance, robots controlled by an operator are embedded
within a clear hierarchical structure, but when robots
encounter a victim during a mission, the human is in
some way dependent on the robot, e.g. the robot sup-
ports evacuation of victims by lifting and carrying them.

2.2 Roboethics

There are many sorts and types of robots (e.g. mil-
itary, surveillance, service, educational and entertain-
ment robots), and they are used in diverse applica-
tion domains. Different robot types and application do-
mains pose their own design challenges and ethical
concerns (Lichocki et al., 2011).

There is some work addressing robot ethics against
a backdrop of the SAR domain. For instance, Krui-
jff and Janicek (2011) propose a method of modeling
accountability in human-robot teams, thus endowing
artificial systems (robots) with some form of moral
accountability. However, to the best of our knowledge
there is relatively little work explicitly addressing the
ethics of robot-assisted SAR. In order to get a better
grip on the ethical concerns regarding SAR robots, we
therefore discuss ethics surrounding the use of robots in
the healthcare and military domain. There is a consid-
erable amount of work on roboethics in these domains,
and both have links with the SAR domain (healthcare
resembles victim care in SAR, and military as well as
SAR robots are used in rough and unknown terrains to
perform reconnaissance and search for targets).

Robots in healthcare are used for different tasks,
which are often categorized as monitoring, housekeep-
ing, and companionship tasks (van Wynsberghe, 2013;
Sharkey and Sharkey, 2012; Decker, 2008; Butter et al.,
2008). Monitoring tasks involve, for instance, keeping



track of someone’s physical activities or medicine in-
take, and detecting abnormal or dangerous situations.
Housekeeping and assistance tasks include cleaning,
washing, carrying objects, and serving food and drinks.
Examples of companionship activities are displaying
emotions, responding to emotion and touch, talking and
playing. An ethical concern related to these robot ac-
tivities includes the issue of responsibility for a robots
(failed) actions, e.g. who is responsible if a robot harms
a patient or provides wrong medical advice? Another
concern involves privacy, e.g. who has access to the data
that a robot collects about a patient, and under what
circumstances? Also, what consequences does a robot
that serves as a companion have for human-human con-
tact? It is particularly important to address these issues
because healthcare robots often interact with vulnerable
groups of people such as patients, elderly or children.

Military robots serve on the ground as stationary
robots or unmanned ground vehicles (UGVs), in the
air as drones, unmanned aerial vehicles (UAVs) or re-
motely piloted systems, and on or under water as un-
manned ships or submarines. Task performed by mil-
itary robots include monitoring, navigating, carrying,
target tracking and firing. Proponents of military robots
see them as a way to relieve humans from dull, dirty
and dangerous tasks, and sometimes also as a way to
improve performance (Arkin, 2009). Others, however,
are concerned about shifting control from humans to
robots, in particular if this includes the application of
lethal force (Lucas Jr, 2011; Sparrow, 2007). Nowa-
days, most military robots are still tele-operated by
human operators, but the development towards more
automation has been debated in media, politics and
academia, most notably in the form of the campaign
‘Stop Killer Robots’ (Docherty, 2012). These discus-
sions concern issues of responsibility for robot behav-
ior, and psychological effects of military robot use on
the enemy, robot (drone) operators and civilians in war
zones (Lin et al., 2009).

3. VALUE ASSESSMENT WORKSHOPS

We performed three workshops to assess values that
play an important role in robot-assisted SAR. The
workshops were conducted during an end-user meet-
ing of the TRADR project that was held in Pisa in
September 2014. The Value Assessment workshops
were inspired on Value Sensitive Design (VSD) meth-
ods. In this section we provide some background on the
TRADR project and VSD; subsequently, we describe
the setup of the workshops and provide the results.

3.1 The TRADR project

The Long-Term Human-Robot Teaming for Robot-
Assisted Disaster Response (TRADR) project ! aims to

! http://www.tradr-project.eu

develop robots that are able to provide assistance during
disaster response missions, working alongside human
rescue workers as team-members rather than as tools
(Kruijff-Korbayova et al., 2015). A TRADR team is
comprised of human rescue workers (team leader, robot
operators, infield rescuer), UGVs and UAVs. Three fire-
fighting brigades (Dutch, German and Italian) represent
SAR end-users and are part of the TRADR consortium.
A yearly development cycle — including exercises and
evaluations with end-users — contributes to align the
project towards employment in the field.

As a disaster response mission may last days, months
or even years, within TRADR there is an emphasis on
building persistent models of the environment, multi-
robot action and human-robot teaming. Towards this
end, both low-level robot control aspects and higher-
level human-robot teaming aspects are addressed. Par-
ticularly the latter entails a (re)definement of the roles
that robots may play within a search and rescue team.
A robots assigned role, its capabilities, its appearance
and its behavior will influence expectations that people
interacting with the robots have. As the role that robots
play in SAR teams changes — e.g. by enabling robots
to act responsibly in a team and by endowing them
with social intelligence (Fincannon et al., 2004) — moral
expectations may become heightened, potentially up to
levels not achievable by the robots.

3.2 Value Sensitive Design

VSD is a “theoretically grounded approach to the
design of technology that accounts for human values in
a principled and comprehensive manner throughout the
design process” (Friedman et al., 2013). VSD defines
values as “the things that people or groups of people
consider important in life”.

Important concepts in VSD are stakeholders, values
and value tensions. A distinction is made between direct
and indirect stakeholders of a system. Direct stakehold-
ers interact directly with the system or its output, and in-
direct stakeholders are impacted by the system without
interacting with it directly. Stakeholders have values.
Values that play a role in the design of technology are,
for instance, autonomy, security, privacy, safety, trust,
responsibility, sustainability, and fun. Value tensions
occur when a particular design of a system supports
one value, but hinders another. For example, supporting
the value of security, e.g. by placing more surveillance
cameras, may hinder privacy.

VSD contains a rich collection of methods and tech-
niques that allow designers to account for human values
throughout the design process. There are methods to
e.g., identify and analyze value tensions (Miller et al.,
2007), promote envisioning of long-term influence of
new technology (Friedman and Hendry, 2012), and



identify requirements that account for values (Harbers
et al.,, 2015).

3.3 Setup of the workshops

Three Value Assessment workshops were organized
to explore values at stake in the robot-assisted search
and rescue domain. The specific order of the activities
in the Value Assessment workshops is new, but all
activities are based on existing VSD methods.

The workshop participants were all professional fire-
fighters from the Corpo Nazionale Vigili del Fuoco,
the Italian national firefighting organization. They were
from different levels in the organization (both officers
and field workers), and none of them worked with
robots in their daily work. The three workshops had 12,
8, and 3 participants, respectively.

All three workshops contained the following three
steps: a) identify stakeholders, b) identify values for
each stakeholder (group), and c) examine the rela-
tion between stakeholder values and search and rescue
robots. Step a) involved the identification of both stake-
holders that interact with the robots and those that do
not interact with them, but are affected by the robots.
In step b), values were identified for each stakeholder,
where values had to be important for the stakeholders
in that specific role. For instance, a fire-fighter may
value both safety and friendship, but in the role of a
fire-fighter, safety is more important than friendship. In
step c), the relation between values and technology was
considered by identifying positive and negative effects
of search and rescue robots on each stakeholder value.
This last step serves to provide context to the stake-
holder values, and make clear how they can be affected
by SAR robots.

Due to practical reasons, the three workshops dif-
fered in duration (4, 2, and 2 hours, respectively),
and because of that, only the participants of the first
workshop identified value tensions (in addition to that,
they also created a mind map of “Disaster Response”
and prioritized the importance of different values). Al-
though there were some differences between the work-
shops in number of participants, duration and activi-
ties, we believe this had no particular impact on the
results, and therefore we aggregated the outcomes over
all workshops.

3.4 Workshop Outcomes

Table 1 provides an overview of the stakeholders
and values that were identified in the workshops. Other
relevant values and stakeholders — that were not men-
tioned by the workshop participants — may exist, but
here we only report the workshop outcomes. Regarding
the relation between technology and stakeholder val-
ues, considerably more positive than negative effects
of SAR robots on stakeholder values were identified.

We provide a few representative examples of relations
between stakeholder values and technology below.

Personal safety, for instance, was identified as a
value of both firefighters and victims. For firefighters,
only positive effects of SAR robots on this value were
identified: SAR robots make it possible for firefighters
to stay away from dangerous situations. For victims,
however, positive and negative effects were identified.
On the one hand, it was said that robots can find and
rescue victims, but on the other hand, they may be
dangerous for victims, e.g. if they have inflammable
batteries or when they fly or drive into a human.

Another example is the value of health for paramedics.
This value is supported by SAR robots in the sense that
robots can provide information about the physical state
of victims, e.g. blood circulation, breath, and heart rate.
But at the same time, the value is hindered because
robots cannot provide health information about victims
of the same quality as a human would provide.

A final example is that SAR robots were also thought
to have a positive effect on local authorities’ value of
sharing information; e.g., robots allow local authori-
ties to provide more information about the situation to
press, citizens and family of victims.

Table 1. Workshop outcomes

Stakeholder | Values

firefighter personal safety, safety of others, access to infor-
mation, well-being, effectiveness, ease of use,
authority

victim personal safety, health, well-being, access to in-
formation, contact

paramedic personal safety, access to information, contact,
health, well-being

policemen personal safety, security, neutrality, effective-
ness, courage, security, trust, access to informa-
tion

press impartiality, transparency, access to information

local access to information, sharing information,

authorities safety, healthy finances

observers curiosity, safety

electricity access to information, safety

company

3.5 Value tensions

Value tensions involve conflicts between values of
different stakeholders groups, values of one stakeholder
group, or one value of one stakeholder group (which
can become threaded in the wake of introducing new
technology) Miller et al. (2007). In this subsection, we
discuss the value tensions regarding the deployment
of SAR robots that were identified by the workshop
participants. As such, they represent the stakeholders’
view and indicate where potential conflicts — that are
important from their perspective — may arise. Some
scenarios — e.g. what happens when SAR robots are
armed — are hypothetical and unlikely to occur; we
nevertheless include these as they are part of the result.



Hindering vs supporting safety. Robots can both sup-
port and hinder the safety of the people that encounter
them, such as victims and rescue workers. On the one
hand, robots can improve the search and rescue oper-
ation. But on the other hand, they can be dangerous,
for instance, when they fail to identify a human being
and collide (flying or driving) with the human. Also,
equipping robots with weapons and ammunition may
support the safety of search and rescue workers or po-
licemen, but may hinder the safety of victims or other
people encountered by the robot.

Safety vs well-being. The deployment of robots can
support safety of victims by making the SAR operation
faster and more effective, but it can hinder the victims
well-being. For example, it may be a shocking expe-
rience to be trapped, wounded and lost, and suddenly
be confronted with a robot, in particular, if there are no
humans around. There may also be victims that do not
want to be saved by a robot.

Effectiveness of firefighter vs police. SAR robots can
be deployed for a lot of different activities. When
there is a limited amount of robots, choices have to
be made regarding their deployment. In such situations,
for instance, deploying a robot for activities of the fire
brigade hinders effectiveness of policemen, and vice
versa. This tension may also occur within one stake-
holder group, e.g. firefighters, when the group is divided
into sub-teams, and there are not sufficient robots for all
sub-teams.

Transparency vs privacy. Robots make it possible to
collect more information of a disaster through their
cameras and other sensors. Transmitting this informa-
tion to the press supports transparency, as it allows the
press to better inform the public about the situation at
hand. However, it may happen that privacy sensitive
information about victims is spread this way, e.g., when
family members learn about a victims situation through
media rather than through personal conversation.

Safety and effectiveness vs healthy finances. Deploy-
ment of robots can increase the safety and effectiveness
of rescue workers during a disaster response situations.
However, the purchase of robots may be expensive and
hinder the local authorities value of healthy finances.

Transparency and access to information vs well-
being. Robots make it possible to collect more infor-
mation of a disaster. Spreading this information can
support transparency and access to information for the
public and other stakeholders. But at the same time, it
may hinder well-being by scaring people and creating
unnecessary panic.

4. ETHICAL CONCERNS AND DILEMMAS IN
ROBOT-ASSISTED SAR

In the previous section we described the outcomes
of the Value Assessment workshops. In this section we
combine the workshop outcomes with insights obtained
from our work in TRADR project (e.g. from interacting
with different stakeholders, observing them when they
interact with robot technology) and insights obtained
from the literature, identifying risks for the SAR do-
main that can lead to ethical dilemmas. We do that
by grouping similar concerns (potential negative effects
of technology on values and value tensions), and then
including those concerns that either turned up multiple
times, e.g. within the workshops or in both a workshop
and in the literature, or that are considered essential
based on literature on roboethics.

Our analysis results in the following six main ethical
concerns that are relevant to the SAR domain: 1) safety
risks, 2) decreased performance due to replacement of
humans, 3) loss of relevant information, 4) false ex-
pectations about robot capabilities, 5) loss of privacy,
and 6) responsibility assignment problems. The first
five concerns are directly derived from the workshop
outcomes, though we rephrased some of them to make
them more generally applicable to SAR robots. We
added the last concern, responsibility assignment prob-
lems, as it is often discussed in literature on roboethics
(e.g. (Noorman and Johnson, 2014)), and it may also
apply to SAR robots. All of the concerns may also
apply to the use of robots in other domains, but in this
section we discuss how they apply to the SAR domain
specifically. In addition, we highlight ethical dilemmas
related to these risks (listed in Table 2).

Safety risks. One of the main objectives of SAR is to
bring people into safety, and the field inherently has
to deal with safety risks. SAR robots can reduce a lot
of these risks, most notably, when robots instead of
rescue workers explore dangerous areas to search for
and rescue victims. The introduction of SAR robots,
however, also yields new safety risks, where we make
a distinction between safety risks within and beyond a
single search and rescue mission.

Risks due to robot use within a SAR mission are
caused by potential malfunctioning, or otherwise in-
appropriate behavior of the robot. A SAR robot, for
instance, can break down, cause collisions in unstable
buildings, or drive or fly into a human. Even if the robot
is technically performing sound, its behavior can still
be harmful due to its interaction with the environment.
This poses dilemma #1: should SAR robots be employed
when they might help saving lives, but their application
might also lead to casualties?

Safety risks that reach beyond the scope of single
missions are related to possible dual use of SAR robots.



The technology developed for robot-assisted SAR —
while not being intended to — is often also applicable in
military domains, where the aim may be killing rather
than rescuing people. This is the case because char-
acteristics of SAR missions are to a large extent very
similar to war zone missions, i.e. performing reconnais-
sance, providing tactical overview, searching for per-
sons using a variety of sensors and information sources
in rough, unstable and unpredictable terrains. Thus, this
poses dilemma #2: should one develop SAR technology
that is intended for peaceful purposes even when it has
clear military potential?

Decreased performance due to replacement of hu-
mans. The application of SAR robots can lead to a re-
duction in the number of human (infield) rescue work-
ers. As of to date, robots are generally perceived as
an addition to SAR missions. But once a technology
is in place, it is not inconceivable that robots — in
certain situations — may be used as substitutes for,
rather than additions to, human rescue workers. This is
likely to happen especially in those situations that pose
high risks on human rescue workers, but are currently
deemed acceptable.

Replacement of humans by robots may lead to de-
graded performance with respect to victim contact, sit-
uation awareness, manipulation capabilities, etc. For in-
stance, a robot may scare a victim who is not expecting
arobot, or does not recognize it as a benign SAR robot.
Even though the robot would be equipped with social
capabilities or mediate contact between a victim and
rescue workers at a distance, it would probably not be
able to calm the victim as much as a human would.

Another example of degraded performance due to
robots replacing rescue workers is that mediated contact
may make it harder for medical personnel to perform
triage or provide medical advice and support. The po-
tential replacement of human workers by robots yields
the following dilemma #3: should one replace infield
workers by robots if that leads to suboptimal perfor-
mance?

Loss of relevant information. A great benefit of SAR
robots, in particular drones, is that they make it pos-
sible to collect large amounts of information, includ-
ing information that was otherwise inaccessible. How-
ever, this introduces a new dilemma. Rescue workers
have limited momentary cognitive capacities, and the
large quantity of information, the ad-hoc nature of the
operation, and the limited time of rescue workers in
emergency situations make it impossible for them to
inspect all the information. In order to use the infor-
mation collected by robots, it needs to be automatically
processed into more manageable pieces of information,
e.g. by aggregating or filtering data. There is a risk

that in this process relevant information is lost. Thus,
on the one hand, processing information can improve
performance, but on the other hand, it can also cause
rescue workers to miss relevant information, which they
would have noticed when not relying on SAR robots.

An example of data processing is to use images col-
lected by drones for automated victim detection. Such
technology may increase performance, but could also
lead to failing detection or false positives. This yields
dilemma #4: to what extent should information col-
lected by robots be processed to make it more digestible
at the risk of losing information?

False expectations about robot capabilities. Stake-
holders may not be able to make appropriate judg-
ments regarding the capabilities and limitations of res-
cue robots, which can lead to two potential risks. On
the one hand, stakeholders may overestimate the ca-
pabilities of SAR robots, which may yield false hope
for victims, deployment of robots for tasks for which
they are not suitable, and unjustified reliance on their
performance, e.g. expectations that a robot will infalli-
bly detect victims. On the other hand, stakeholders may
underestimate a robot’s capabilities, which can lead to
unnecessary worries, and robots not being used to their
fullest. Adequate training may contribute to more real-
istic expectations, thus partially solving this problem,
but this may not necessarily be accessible for all stake-
holders. This entails dilemma #5 : should one deploy
robots, knowing that this may raise false expectations
and runs the risk of degraded performance?

Loss of privacy. The use of robots generally entails an
increase in information gathering, which can potentially
lead to privacy loss. This may concern personal infor-
mation of rescue workers, e.g. their physical and mental
stress levels, or victims, e.g. (images of) their physical
condition. It can also apply to inhabitants of a disaster
area, e.g. when drones collect images of their living
area. If a search and rescue operation is performed in
a public or semi-public building, robots may encounter
personal information about employees or maybe even
classified information.

Potential loss of privacy because of robot use does
not necessarily result in an ethical dilemma, as it can
be argued that due to the critical nature of a SAR
mission, the benefits of collecting information largely
outweigh the harm it may cause. This presumes, how-
ever, that the information is handled carefully, i.e. it
should stay within professional rescue organizations,
and only be used for SAR purposes. Because the robot-
assisted SAR typically happens in a time-critical, data-
rich, high-stakes and possibly quite chaotic environ-
ment, particular care regarding privacy is appropriate.



Table 2. List of ethical dilemmas identified
for robot-assisted SAR.

# | Dilemma

1 | Should SAR robots be employed when they might help sav-
ing lives, but their application might also lead to casualties?
2 | Should one develop SAR technology that is intended for
peaceful purposes even when it has clear military potential?
3 | Should one replace infield workers by robots if that leads to
suboptimal performance?

4 | To what extent should information collected by robots be
processed to make it more digestible, at the risk of losing or
misrepresenting information?

5 | Should one deploy robots, knowing that this may raise false
expectations and runs the risk of degraded performance?

6 | Should one deploy robots that may yield responsibility
assignment problems?

Responsibility assignment problems. Responsibil-
ity assignment problems can apply to both moral and
legal responsibility, where moral responsibility con-
cerns the question ‘Who is to blame when things go
wrong?’ and legal responsibility “Who is accountable
when things go wrong?” Such problems can arise when
robots act independently, i.e. without human supervi-
sion. If the robot malfunctions, makes a mistake or
causes harm, it may be unclear who is responsible for
the damage caused: the operator, the programmer, the
manufacturer or the robot itself. Responsibility assign-
ment problems become particularly complicated when
the robot has (partial) autonomy, self-learning capabil-
ities, or is capable of making choices that were not
explicitly programmed. As such, dilemma #6 is the
following: should one deploy robots that may yield re-
sponsibility assignment problems?

5. CONCLUSION

In this paper we described the results of three Value
Assessment workshops with rescue workers. We be-
lieve that the workshops provided an effective way to
obtain insight in the main values and value tensions
around SAR robots, and that it was particularly useful
to address the perspective of not only direct but also
indirect stakeholders. In future Value Assessment work-
shops, it would be beneficial to also involve indirect
stakeholders and directly ask them for their perspective.

Based on the workshop results, we identified a list of
key ethical concerns and dilemmas in the robot-assisted
SAR domain. As future SAR missions will most likely
involve more and more advanced robot technology, we
consider it prudent to address these ethical concerns.
Particularly because the SAR domain incorporates —
quite literally — matters of life and death, addressing
these issues are relevant and timely.

It is beyond the scope of this paper to provide actual
solutions for the raised dilemmas. As such, they set a
research agenda highlighting areas in need of further
examination. Many of the dilemmas involve a trade-off
between benefits due to using a robot versus increased

risk of a particular negative outcome. In order to make
considerate choices in such situations, insights and
tools enabling appropriate risk assessments are needed.
For instance, what is the change that a robot will stop
working or cause a building to collapse? Which factors
influence these risks? Currently, such estimates are of-
ten not very accurate or even impossible to make. Thus,
next steps would be to make more accurate estimates of
different risks associated to robot use in SAR missions.

The list of concerns and dilemmas presented in this
paper is by no means intended to be comprehensive.
However, we do believe that they address some of
the main ethical questions in the robot-assisted SAR
domain. This paper thus aims to foster discussions on
roboethics in general and ethics of robot-assisted SAR
in particular, and contribute to the development of the
SAR domain as a whole.
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